Abstract—The field of multi-agent systems is concerned with societies of autonomous agents that interact to efficiently achieve their goals. In this work, we will evolve in silico teams of agents that are capable of displaying division of labor. We hope to broaden the understanding of the evolutionary dynamics of fixed and adaptive mechanisms of division of labor. The main innovation of our work stems from the fact that we consider varying environments, which have not yet been studied broadly in the context of division of labor. The purpose of our research is twofold. From engineering perspective, we wish to improve techniques of team optimization and intend to explore the area of bio-inspired task allocation algorithms. From biological perspective, we hope to shed some light on evolutionary history and mechanical explanations of division of labor in social insects.
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I. INTRODUCTION

Research in the field of multi-agent systems spans both natural and engineering sciences (Figure 1). Engineers uncover the complexities arising from the interactions between multiple agents, seeking for distributed control algorithms that would result in the desired joint behavior of the entire system [1]. Biologists study insect societies, seeking for evolutionary roots and mechanistic explanations for behavioral traits observed in colonies of ants, bees and termites [2]. Finally, there is a growing interest on both sides to understand the optimization and evolution of complex systems in dynamically changing scenarios [3].

Consider a team composed of multiple agents\(^1\) to be distributed among several types of tasks. In particular, agents exhibit high level of autonomy, meaning there is no central controller coordinating their decisions. We say a team displays division of labor [4] if workers self-distribute to different types of tasks. We define the target distribution [5], as the optimal agents distribution to different types of tasks under given environmental conditions. In the division of labor problem agents are expected to distribute themselves, using some task allocation mechanism, in such a manner that the team reaches the target distribution. We distinguish two types of task allocation mechanisms: fixed [6], [7] (i.e. constant during the team’s lifetime) and adaptive [8], [9] (i.e. agents are adopting to the environment during the team’s lifetime). In case of varying environments [3] the target distribution can change over time [5]. We recognize that the target distribution may change with two different types of frequencies: during the lifetime of the team [2] (i.e. during the simulation of the multi-agent system) or on the evolutionary time-scale (i.e. during the optimization process, every several generations [3]).

Our goal is to understand the evolutionary dynamics of multi-agent systems capable of displaying division of labor in varying environments. Our main scientific goal is to study the team composition [1], [10], [11] and the agent behavioral complexity [1], [2] (i.e. whether agents use fixed or adaptive task allocation mechanisms) with respect to different division of labor scenarios. There are two particular questions we wish to address. How diverse does a team need to be in order to efficiently display a given target distribution? Do evolution selects for adaptive mechanisms of division of labor in varying environments? From engineering perspective, addressing those issues could lead to new scalable design methods and optimization techniques suited for systems composed of large number of agents. From biological perspective, we hope to shed light on evolutionary explanations of fixed and adaptive task allocation mechanisms proposed for social insects [4], [6], [8]. The contributions of our work stems from the fact, that we consider varying environments, which has not yet been explored broadly in the context of division of labor. We suspect that varying environments may enhance both the selections for diverse teams and complex agents. However, the exact interplay between these two types of selection forces remains unknown.

\(^1\)In the biological context, we talk about a colony composed of multiple workers.
Fig. 1. The field of multi-agent systems is concerned with societies of autonomous agents that interact to efficiently achieve their goals. Research spans both natural and engineering sciences, with some examples: (a) Ants nest in the forest of eastern North America © Alex Wild, www.myrmecos.net (b) Termite soldiers rushing forward to guard a breach in their nest © Alex Wild, www.myrmecos.net (c) Micro-robots gathering pucks © lis.epfl.ch (d) Team of robots exploring the area © Jiuguang Wang, Wikimedia Commons (e) Cellular automata implementing Conway’s game of life © Justin Windle, blog.soulwire.co.uk (f) Computational cluster balancing the load © lacal.epfl.ch
Additionally, we wish to explore the area of task allocation algorithms for multiple autonomous agents, that take inspiration from biological models [4], [12], [6], [13], [8], [14], [15]. It has been shown that bio-inspired approaches give a promise of light-weighted and robust control mechanisms for coordinating the team behavior that could be competitive with classical approaches [16], [17]. In fact, there are many domains where those biological concepts have been forged into engineering solutions [18], with examples in manufacturing or scheduling systems [19], [20], [21], multi-robotics [22], [23] and computation balancing [24], [25]. However, the work done so far has focused on specific applications. We believe a unifying approach should be developed, as it could integrate research effort from different fields. Furthermore, we believe that considering changing target distribution is a major step forward, as it allows to study more realistic scenarios [5], [26], [27].

The big challenge is to automate the process of creating systems composed of multiple agents, capable of displaying given target distribution. Panait and Luke [1] provide a broad survey on the general subject of multi-agent optimization2. They show different algorithms used to automatically derive teams of agents jointly solving a given problem. We discuss some of them in section II, focusing on tools which we aim to use in this work, namely evolutionary computation and team optimization. Furthermore, Panait and Luke expose open issues of optimal team composition and multi-agent systems scalability, which are important motivations for our work.

Panait and Luke explore in details the subject of multi-agent optimization, but they do not mention the division of labor problem explicitly. Waibel et al. [2] fill in this gap from a biological perspective by evolving in silico colonies of artificial ants, capable of displaying division of labor. The authors propose a framework to model and study the emergent results of the joint behavior of multiple agents, which we intend to use and extend. Within the framework, they compare the performance of colonies (i.e. how close the displayed division of labor is to the target distribution) using three simple task allocation mechanisms. Interestingly, it is investigated which cases allow an efficient colony response, when external perturbations are applied during the lifetime of the colony. We describe this work in section III.

In section IV we present in more details the notion of varying environments. We describe the work of Kashtan et al. [3] who use standard genetic algorithms to evolve networks that are able to make computations. Alternatively to Waibel et al. [2], they vary the environments every several generations and not during the lifetime of the examined system. They show that this might significantly contribute to the speed of natural evolution and suggest a way to accelerate optimization algorithms. The authors consider many types of evolving networks, but they do not concern themselves with multi-agent systems directly. We conclude this paper with a discussion about foreseen challenges and a thesis plan.

II. MULTI-AGENT OPTIMIZATION

We intend to evolve in silico cooperative agents that display division of labor at the team level. The approach we take falls into the category of team optimization, presented in details by Panait and Luke [1]. Team optimization involves a single process that discovers a set of behaviors for the entire team. Typically, this is achieved by stochastic search methods, with a notable example of evolutionary computation.

A. Evolutionary computation

For instance, using multiple agents imposes an explosion of the state space (if agent \( A \) or \( B \) can be in any of 100 states, than agents \( A \) and \( B \) together can be in \( 100 \times 100 \) states). This makes it difficult to apply popular reinforcement learning techniques, which seek how to map states to actions, so as to maximize a numerical reward signal [1], [29]. Rather than that, team optimization relies on stochastic search methods, that directly learn entire behaviors without referring to separate states. Often, this is achieved by means of evolutionary computation, which abstract Darwinian principles of natural selection to iteratively refine a population of candidate solutions (called individuals). This class of method uses a fitness-oriented procedure, meaning that individuals are evaluated and the ones with higher performance get selected. The selected individuals are slightly and randomly changed (mutated) and/or crossed-over with other selected individuals (breed) in order to create the population of the next iteration step (generation). This process is repeated and the population gets refined, until the time is exhausted or individual with sufficient performance is discovered.

In particular, Panait and Luke mention collaborative evolution (or ‘one-population’ coevolution), where a single population of agents is evolved using standard genetic algorithms, but sets of agents are evaluated together by randomly teaming them up. It has been reported that this specific heterogeneous approach may yield better results than homogenous team optimization [1], [30]. Furthermore, the appearance of ‘subspecies’ (i.e. specialization) has been observed when using this method [1], [31]. We believe it could be especially useful when evolving multi-agent systems displaying division of labor, as typically some level of agents’ specialization is required.

B. Team composition

Usually, evolutionary computation better than reinforcement learning handles huge search spaces [1]. However, due to using multiple agents the size of the search space still remains a key issue. To some extent, we can influence the size of the search space, as it is inherently related to the team composition. Agents can be homogeneous, meaning that all are assigned identical behavioral controller (Figure 2.a). Alternatively, agents can be heterogenous, meaning that each is assigned a unique behavioral controller (Figure 2.b). Homogeneity reduces the search space, as the optimization process needs to discover just one prototypical behavior. On

2Panait and Luke use a general term multi-agent learning. However, biologist typically understand learning as a behavioral development within the life-time of the individual (i.e. durable modification of behavior in response to information acquired) [28]. In order to avoid confusions we consequently use the term optimization instead.
the other hand, heterogeneity potentially allows for more diversity in a team, which might help when agent specialization is needed (which is often the case in division of labor scenarios [26], [32]). There is also a middle-ground approach, called hybrid team optimization, where teams are divided into squads (castes) and there is one prototypic behavior evolved for every squad (Figure 2.c). It is believed that hybrid methods might yield benefits of both homogenous and heterogenous team optimization [1].

![Fig. 2. Examples of three categories of team composition: (a) two homogeneous teams composed of six agents with identical behavioral controllers, (b) two hybrid teams composed of two squads of three agents, behavioral controllers of agents are identical within the squad, but different between the squads (c) two heterogeneous teams composed of six agents with different behavioral controllers.](image)

Generally, it is suggested that choosing among homogenous and heterogeneous approaches depends on whether specialists are required or not [1], [33]. However, even if agents are homogenous they may act heterogeneously, due to different conditions. For example two agents with the same behavioral controller may perform different actions, depending on their actual sensory state [1]. This suggests that in cases of more complex agents, team diversity might no longer be an important issue. However, it has been also shown that increasing team diversity can significantly boost the optimization process, despite apparent domain homogeneity [1], [34]. To take advantage over this fact, there has been proposed a hybrid method that tries to automatically discover the optimum number of groups and their composition [1], [35]. However in the end, it remains unclear what team composition is optimal and under which conditions [1]. We wish to address this question in the context of multi-agent systems displaying division of labor.

C. Other open issues

In the context of multiple agents, one of the goals is to understand the dynamics of the optimization procedure, which is not trivial due to interactions between the agents. Panait and Luke recognize that varying environments present a particular challenge in finding optimal team behaviors [1]. They advise to intensify the research by considering dynamically changing scenarios. Our study of division of labour in varying environments aims to partially address this. However, while Panait and Luke are interested in the difficulties arising from coadaptations between concurrent agents, we are focused on the evolutionary dynamics of the entire team.

Finally, Panait and Luke state that one overlooked property of multi-agent optimization methods is their scalability [1]. The authors express the opinion that for large systems it is impossible to optimize a joint behavior of a fully heterogeneous team. They believe that in such cases, one would always be forced to resort to the hybrid team optimization. Implicitly, they put forward a question about the optimal team composition which could facilitate the evolutionary process (for a particular problem at hand). We think that the division of labor problem constitutes a suitable framework to address this issue, because teams can be of any arbitrary size (from just few up to many thousands, or even more). Thus, it enables us to study the efficiency of the optimization process with respect to the size of the multi-agent system.

III. BIOLOGICAL PERSPECTIVE

We find it important to review biological literature on division of labor, as we are interested in bio-inspired task allocation mechanisms. Here, we focus on the paper by Waibel et al. [2] to present some biological explanations of division of labor observed in insect societies [15]. Waibel et al. study response threshold models [4], [6], [8], [12], [32], which assume that workers in a colony vary in the response threshold at which they begin to perform the corresponding task. Workers with a low threshold are more likely to perform that task than workers with a high threshold. Consequently, intra-colony variation in individual thresholds results in division of labour among the workers. In particular, Bonabeau et al. [6] proposed a model in which the response thresholds of an agent are determined genetically and are fixed during its lifetime. Therault et al. [8] extended this model by introducing adaptive thresholds that change during the lifetime of the agent, according to the outcome of its actions.

Waibel et al. [2] evolve in silico colonies of artificial ants capable of displaying division of labor. They consider three different response thresholds mappings between genotype and behavior. Each worker has five genes ($g_1 - g_5$) which it uses to allocate itself to one of the five tasks. In the ‘deterministic mapping’ a worker chooses the task with the highest genetically encoded value $max(g_i)$. In the ‘probabilistic mapping’ a worker choses the task $i$ with the probability $P_i = g_i / \sum_{j=1}^{5} g_j$. In the ‘dynamic mapping’ a worker choses a task that maximizes the ratio $g_i / a_i$, where $a_i$ is the proportion of the colony performing task $i$.

A. Division of labor

Importantly, Waibel et al. provide a useful framework to implicitly model target distributions [2]. They design a scenario in which workers can engage in five different tasks, for which they do not specify an explicit target distribution.
Rather than that, they introduce a payoff measure for each task as a function of proportion of workers engaged in the corresponding task. The performance of the entire colony is a sum of all five payoff functions, which implicitly defines the target distribution. A notable fact is that Waibel et al. use payoff functions that are sublinear. They define the payoff for a task $i$ as $1 - e^{-x_i}$, where $x_i$ is the proportion of workers performing task $i$. Importantly, with sublinear payoff functions, the gain of allocating more workers to a given task drops, as the number of worker allocated rise. Intuitively, this approach models the overcrowding of workers, which might occur in real-life scenarios and applications [12], [22], [36]. We intend to use and extend this approach to model division of labor with various target distributions (e.g. uniform, uni-modal, bi-modal, gaussian).

### B. Colony relatedness

Waibel et al. reveal that the type of mapping between genotype and individual behavior (i.e. the type of task allocation mechanism) strongly influences colony productivity [2]. They also recognize the important role of colony relatedness, which corresponds to the notion of team composition. In details, Waibel et al. show that the deterministic mapping performs well only in the case of a very low colony relatedness. On contrary, for treatments with the probabilistic and dynamic mappings, it is the higher relatedness that translates into higher performances. The reason is that in deterministic case, the only source of different worker’s behaviors (i.e. displaying division of labor) is the genetic variation. Whereas, both probabilistic and dynamic mappings increase the phenotypic variance, which suffices to reach the vicinity of the target distribution, even in case of highly related workers. Furthermore, high relatedness allows a more efficient selection of genotypes, than in situation where workers are unrelated. Concluding, the comparison of the three mappings illustrates the importance of maintaining sufficient diversity in teams displaying division of labor (i.e. the interplay between team composition and agent behavioral complexity).

### C. Perturbations

Finally, Waibel et al. introduce perturbations during the lifetime of the colony (not on the evolutionary time-scale). Repetitively in the simulations, they choose one task at random and remove all workers performing it. Then, they add new workers to recreate the colony in order to observe how the workers re-allocate themselves to the five tasks. Waibel et al. conclude that only the dynamical task allocation scheme yields top performance (i.e. close to global optimum), regardless of the experimental conditions [2]. The explanation is that the dynamic mapping allows the replacement of workers doing a particular task by new workers also performing the same task. On contrary, both deterministic and probabilistic mappings do not allow the preferential replacement of workers doing the same task, hence introducing the perturbations is detrimental to the colony performance in those cases. In conclusion, only the dynamical mappings give a promise of efficient task allocation in environments varying during the lifetime of the colony.

### IV. Varying environments

Waibel et al. explain the impact of perturbing the colony during its lifetime into the performance of dividing the labor. One other line of investigation is to change the target distribution less frequently, namely on the evolutionary time-scale. Kashtan et al. [3] show that such varying environments may speed-up the evolution of networks capable of doing computations. If a similar phenomena occurs in the evolution of multi-agent systems, one could significantly improve the process of team optimization.

Kashtan et al. evolve in silico four types of networks capable of doing computations: logic circuits, feed-forward logic circuits, feed-forward neural networks and continues function circuits. They vary environments on the evolutionary time-scale, i.e. they switch between two, or more, different fitness functions every 20 generations. In particular, Kashtan et al. focus on modularly varying environments, where each new goal shares some of the subproblems with the previous goal. For example, consider two subgoals described by functions $f(x, y)$ and $h(w, z)$. They can be combined by a function $g$ into a modular goal $G = g(f(x, y), h(w, z))$. Or they can be combined by other function $g'$ into another modular goal $G' = g'(f(x, y), h(w, z))$. These two goals $G$ and $G'$ constitute a pair of modularly varying goals, as they share common subgoals (i.e. functions $f$ and $h$) and only the aggregation function (i.e. functions $g$ and $g'$) changes.

### A. Evolutionary speed-up and modularity

It turns out that modular variations significantly speed up the optimization process. The reason is that each time a goal changes, a gradient for the new goal is generated in the search space [3]. This prevents evolution from being stuck with locally optimal solutions, which often happens in the case of the static fitness function. Interestingly, if two environments vary modularly, the local maxima or plateaus in one goal correspond to areas with positive fitness gradient for the second goal. In result, the population rapidly reaches an area in the search space where solutions maximizing both fitness functions exist. Then, if the goal switches, the networks can rapidly re-evolve to cope with the new environment. Importantly, Kashtan et al. notice that modularly varying environments have much stronger impact that a pure randomized approach (i.e. switching between main goal and randomly generated goals) [3]. They hypothesize that it might be because modularity in the environment imposes modularity in the solutions (as shown in their previous work [37]). This enforces the evolution of modules corresponding to shared subgoals, which is believed to be the main source of observed evolutionary speed-ups. In the light of this finding, we hypothesize that team composition might be a major factor dictating whether the speed-up occurs in the evolution of systems displaying division of labor. We think that a very diverse team might correspond to a solution with no modularity, whereas a team composed of few big squads, might correspond to a solution with few big modules. We wish to verify that claim during our work.
B. Other results

Interestingly, Kashtan et al. notice that the speed-up increases with the complexity of the goal (defined as $T_{FG}$, which is the time needed to evolve solution for a fixed goal ‘from scratch’) [3]. They support this observation with a formula showing that the speed-up roughly follows a power law in terms of the goal complexity: $S \sim T_{FG}^{alpha}$, where $alpha = 0.7 \pm 0.1$. This suggests that, if a phenomena of the evolutionary speed-up actually occurs for multi-agent systems displaying division of labor, it might be significant, due to the high complexity of the team optimization problem.

Next, Kashtan et al. compare their results with other optimization methods. First, they find similar speed-ups for modularly varying goals in the case of the hill-climbing algorithm (an iterative approach that moves from a current solution to a better one in the local neighborhood in the search space and stops when no local refinement is possible [38]). This suggests that their findings are related to the shape of the fitness landscape, rather than to particular optimization method used. Finally, Kashtan et al. also test a multiobjective optimization problem, that considers two different goals at once (previously varying in time). They observe no evolutionary speed-up in this case. This means that multiple modular goals by themselves, with no variation in time, are not sufficient for the speed-up to occur. We find it interesting to continue the work of Kashtan et al., by bringing it into the domain of multi-agent systems.

V. DISCUSSION

In general, our goal is to study the evolutionary dynamics of multi-agent systems capable of displaying division of labor in varying environments. First, Panait and Luke motivated our venture into the field of multi-agent optimization by posing several open issues (i.e. optimal team composition, scalability, dynamics of the optimization procedure) [1]. In addition, they equipped us with appropriate optimization methods (i.e. team optimization, evolutionary computation, collaborative evolution). Next, Waibel et al. provided us with the tools to model division of labor problem and a biological inspiration for task allocation algorithms [2]. They also show that the perturbations introduced during the lifetime of the colony, select for dynamical mechanisms of division of labor. Finally, Kashtan et al. give evidence that varying environments less frequently (every few generations) may significantly speed-up the evolutionary process [3].

We identify several main steps in our work, each requiring important decisions to make, that we need to justify. First of all, we aim at developing a generic framework to study multi-agent systems displaying division of labor. We take both engineering and biological perspectives, which is a considerable challenge. Fortunately, engineers commonly use evolutionary computation in team optimization problems [1] and biologists are interested in evolutionary history of division of labor observed in nature [39]. In other words, they all use an evolutionary approach (although to accomplish different objectives). For this reason, we focus on one particular search and optimization technique, namely artificial evolution. There still remains a question which genetic algorithm to use. We will adopt the collaborative evolution, briefly described by Panait and Luke [1], as it seems to be well-suited for evolving systems displaying division of labor (e.g. it allows specialization to occur spontaneously). Importantly, we are still left with the problem of defining an appropriate fitness function, that will drive the optimization process [40]. Our current idea is to minimize the difference between target distribution and the actual division of labor displayed by the evolved system.

However it is unknown, whether such a fitness function will provide a strong enough gradient to guide the evolutionary process.

Also, we must develop a framework to model division of labor in a multi-agent system. We have decided to follow Waibel et al. [2] and their idea of implicitly defining target distribution with payoff functions. This a very flexible tool, which will allow us to depict realistic division of labor scenarios (e.g. with overcrowding effects). Next, we must choose the task allocation mechanism, according to which workers will divide the labor. To this purpose we intend to extend the response threshold models within a formalism of artificial neural networks [41], [42]. We find this approach particularly interesting, as neuronal formalism can easily accommodate many variations. For example, neural networks may easily incorporate plasticity [43], [44] which would allow to model adaptive mechanisms of division of labor [8], [45]. Furthermore, the neuronal formalism will make it possible to extend our work in other interesting directions in the future (e.g. including memory [46]).

Finally, we will model the varying environments by switching between two or more target distributions. We recognize that these variations could be applied on the evolutionary time-scale [3] or during the lifespan of the system [2]. We currently do not know how frequently we should switch between different target distributions. Furthermore, we suspect that the evolution may favor different mechanisms of task allocation, depending on this frequency. This is one of the main issues that we need to investigate and resolve.

We plan that the design, implementation and testing phase of all the tools needed will last for no longer than a year. With the framework in place, we will conduct three main numerical experiments. The first one aims to answer what is the optimal team composition, with respect to the team size, number of tasks and different types of constant target distribution (e.g. uniform, uni-modal, gaussian). In the second, analogous experiment we will introduce the idea of varying environments, to see whether they enforce the selection for more diverse teams. In the last experiment, we will study the evolution of adaptive mechanisms of division of labor to understand the interplay of team diversity and agent behavioral complexity. The entire experimental phase, along with analysis of the results, is intended to last for approximately two and a half years.

Additionally, it would be interesting to see whether some of the numerical experiments could be transferred into a robotic platform [47] or if the results could be applied to real-life problems related to division of labor (listed in the introduction). These extensions have a lower priority (than the
In brief, we will evolve in silico multi-agents systems displaying division of labor in varying environments. We hope to broaden the understanding of the evolutionary dynamics of fixed and adaptive mechanisms of division of labor. We focus on the interplay of the two key concepts: team composition and agent behavioral complexity. Furthermore, in our work we consider varying environments, which has not yet been studied systematically in the context of division of labor. The purpose of our research is twofold. From engineering perspective, we wish to improve techniques of team optimization and intend to explore the area of bio-inspired task allocation algorithms. From biological perspective, we hope to shed some light on evolutionary history and mechanical explanations of division of labor in social insects.

Finally, we recognize that although the multi-agent systems field is relatively young, it has already developed interesting connections to other research areas, with notable examples of: multi-robot task allocation [48], [49], [36], cellular automata [50], distributed decision making [51], [52], [53], [54], message passing algorithms [55], scheduling [56], [57] and game theory [58], [59]. This plethora of different domains may give birth to many currently not foreseen contributions of our work.
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[20] M. Campos, E. Bonabeau, G. Theraulaz, and J. Deneubourg, “Dynamic numerical experiments) and are planned as a series of mini projects. They should be assigned to students in a continuous manner during entire time devoted for this research. Finally, we estimate that the whole project, along with thesis writing, will take us no more than three years (Figure 3).
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