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(blue) and negative (black) bias at different

injection positions along the channel. Both the

amplitude and width of the curves decrease

with increasing distance from the drain contact,

similar to the previous q
K

(B
y
) data. These data

provide conclusive evidence that the Fe/GaAs

Schottky tunnel barriers in lateral devices func-

tion as both spin detectors and injectors.

These measurements provide a detailed

picture of spin transport in simple ferromagnet/

semiconductor lateral structures. Smaller lat-

eral dimensions and additional components,

including a means to switch the source and

drain contacts independently, will enhance

the functionality of these devices. Although

developing a purely electrical spin-transport

device using a field effect or other means for

spin manipulation remains a great challenge

(29), the integration of an electrical injector

and detector in a lateral structure represents

an important step toward this goal.
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Embedded Nanostructures
Revealed in Three Dimensions

I. Arslan,1* T. J. V. Yates,1 N. D. Browning,2,3 P. A. Midgley1

Nanotechnology creates a new challenge for materials characterization because
device properties now depend on size and shape as much as they depend on
the traditional parameters of structure and composition. Here we show that
Z-contrast tomography in the scanning transmission electron microscope has
been developed to determine the complete three-dimensional size and shape of
embedded structures with a resolution of approximately 1 cubic nanometer.
The results from a tin/silicon quantum dot system show that the positions of
the quantum dots and their size, shape, structure, and formation mechanism
can be determined directly. These methods are applicable to any system,
providing a unique and versatile three-dimensional visualization tool.

The past decade has seen device technology

enter the realm of nanoscale engineering for a

large number of different applications. Many

applications involve nanostructures that are em-

bedded in other materials, where it is the size,

shape, composition, and chemical interaction

with the matrix that are key in determining the

overall functionality of the device. Site-specific

quantum-dot markers in live cells (1), inorganic

nanostructures within self-assembled organic or

biological templates (2), semiconductor nano-

crystals (3) and metal tips grown on quantum

rods and tetrapods (4), and catalytic growth

of nanowires and nanostructures (5) are just

some examples of new systems where the size,

shape, and location (interaction) of the nano-

structures are the critical parameters.

Transmission electron microscopy (TEM)

and its variants have given us insight into

nanoscale materials issues for over half a cen-

tury. However, the vast majority of previous

studies have made use of the periodicity of the

sample (crystal structure) in the direction of

the beam propagation, and they only involved

the recording of a single two-dimensional (2D)

projection (image) to understand the relation-

ships between the structure and its properties.

In nanostructures, the periodicity of the crystal

structure in the beam direction does not

continue indefinitely, and in fact, exactly when

and how the periodicity terminates determines

the material_s properties. In such a case, a

single 2D projection of the 3D object can at

best give only partial information, and at worst

be very misleading. Overcoming the ambiguity

in the interpretation of a single 2D projection

has been the driving force behind the very

recent development of electron tomography

that allows materials to be studied in 3D.

The conventional method to study structures

with TEM is through high-resolution phase-

contrast imaging (6, 7). However, the relatively

new technique of scanning transmission elec-

tron microscopy (STEM) can be superior to

conventional TEM for some materials applica-

tions because of the incoherent nature of the

imaging, the sensitivity to the atomic number Z

of the species in the samples (Z-contrast

imaging), direct interpretability, and the possi-

bility of concurrent spectroscopy on the atomic

scale (8–12). In general, electron tomography

using Z-contrast imaging in a STEM is the

most useful way to study crystalline inorganic

nanomaterials in 3D. The reason is that dif-

fraction contrast, which is seen in many bright-

field and dark-field TEM images, violates the

projection requirement, which states that the

signal used for tomographic reconstructions

must be a monotonic function of a physical

property (13). The projection requirement

must be fulfilled for a successful 3D re-

construction of the object from the series of

2D tilt images.

We used STEM tomography to study tin-

rich (Sn) quantum dots embedded in a silicon
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(Si) matrix with a resolution of È1 nm3. Quan-

tum dots are important nanostructures for

optoelectronic devices that exploit quantum

confinement for discrete energy levels in the

dot with a bandgap smaller than the matrix

(14–16). For correct device functionality, the

3D size, shape, distribution, and composition

of all the dots must be uniform. It has been

shown that Sn
x
Si

1 – x
alloy layers with x e 0.1

grown on Si (100) form a-Sn quantum dots

(17–19). In order for this alloying to take

place, Si atoms from the surrounding matrix

must diffuse into the Sn layer. This in turn

creates vacancies in the Si, which group to-

gether to form voids (20, 21). These voids

have been shown to have a distinct equilib-

rium shape, namely a truncated octahedron,

or a tetrakaidecahedron (22). Previous 2D EM

studies (18, 19) have shown that the a-Sn dots

also exhibit this faceted shape in the embedded

layer (formed by phase separation). This is

perhaps not so surprising because a-Sn and Si

have the same cubic crystal structure and there-

fore the same equilibrium shape. However, dots

of apparently the same morphology were also

observed to form outside of the embedded layers,

but the mechanism for such growth could not be

identified. In-situ heating experiments (18)

showed that Sn diffused out of the embedded

layer and into the Si voids that were formed due

to strain during the growth process (18, 19),

thus creating the out-of-layer quantum dots.

Electron tomography was performed on an

FEI Tecnai F20 electron microscope (FEI,

Eindhaven, Netherlands) at an accelerating

voltage of 200 kV at the University of

Cambridge. 149 Z-contrast tilt images were

taken every 1- over the tilt range of –74- to

þ74-. The reconstructions were performed

using Inspect 3D software Ereconstruction

techniques described in (13)^ and visualized

using Amira. Figure 1A shows a single image

from the series at 0- tilt. Figure 1B shows the

tomographic reconstruction of this tilt series,

and by comparing the two figures, it is clear

that the dots are in the same position and are

the same size in projection, indicating a good

reconstruction. Figure 1C is the perpendicular

projection of the reconstruction, showing that

this volume of material actually consists of

two layers of quantum dots, with one small

dot above the bottom layer, indicated by an

arrow. This small dot between the layers is of

particular interest because it provides evidence

of how the Sn fills the Si voids. The apparently

agglomerated dots seen below the layer were

not studied, because they are close to the

surface and may have transformed into a

different phase because of their interaction

with the air, or they may have been damaged

from specimen preparation techniques. To

enable a better view of the small dot between

the layers, a second reconstruction was per-

formed incorporating only the small volume

surrounding the out-of-layer quantum dot at a

far higher spatial resolution. Figure 1, D and E,

shows this reconstruction in (001) plan view

and (110) cross section, respectively. These

panels demonstrate that there are clear facets

on all the quantum dots (movie S1), and that

although most of them appear to have the

same equi-sized shape, there are a number that

appear elongated along perpendicular crystal

dimensions (see later discussion of this phe-

nomenon).

To have a basis with which to analyze the

out-of-layer dot, we first examined one that is in

the layer, approximately 7 nm in diameter.

Figure 2, A and B, shows the reconstruction

of this quantum dot in the (100) and (110)

orientations. The insets show the same image

with a superimposed outline of a perfect tetra-

kaidecahedron in those respective orienta-

tions. It can be seen from the figures, the insets,

and movie S2 that this dot is of uniform width

in 3D and fits the assumed truncated octahe-

dron shape proposed from the 2D analysis.

Figure 2, C and D, shows the out-of-layer dot,

approximately 3.5 nm in diameter. By looking

at the projections of the reconstruction of this

dot in the (100) and (110) orientations and

movie S3, we can see that this dot is not as

uniform as are the in-layer dots. Some of the

dot is missing in the upper left corner of the

overlaid structure (Fig. 2C, inset) and the dot

has filled less of the right side of the overlaid

structure compared with the left (Fig. 2D,

inset). This evidence suggests that the voids

are being filled by Sn from one side.

This type of filling is identical to that which

has been observed previously for metal precip-

itates and voids of similar sizes (23, 24).

Fig. 1. (A) Z-contrast image (one of the 149
images in the tilt series) at 0- tilt. (B) Re-
construction of the whole volume, showing the
quantum dots in yellow and the Si matrix in
white. (C) Cross section of (B) without the Si,
which shows that this volume consists of two
layers of embedded quantum dots and that there
is one small dot in between the layers, as
indicated by the arrow. (D) Higher resolution reconstruction of the volume around the out-of-layer
dot in G1009 and (E) G1109 orientations. Clear faceting reveals the size, shape, and distribution of
these quantum dots. The quantum dots are surface rendered in (B) and (C) and volume rendered in (D)
and (E).
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Whereas the bonding in metals and semicon-

ductors is different (metallic versus covalent),

the similarities in the formation mechanism

indicate that the shape and size of embedded

nanostructures may be driven by the same

mechanism for all systems. Rich et. al. (25)

studied monolayer growth of Sn on Si (100) and

found that after È1.5 monolayers of deposition,

the growth becomes 3D, forming clusters that

then coalesce. From high-resolution synchrotron

photoemission spectra, they were able to deduce

that there are two distinct adsorption sites of Sn

on Si (100), called S1 and S2. For coverages

between 0 to 0.2 monolayers, the S1 sites

dominate; for coverages between 0.2 to 0.68

monolayers, the S1 and S2 site populations are

nearly equal; and for coverages above 1

monolayer, the S1 sites dominate again. It is

believed that the S2 sites lie below the S1 sites,

with the Sn atoms preferentially replacing the

surface Si atoms located in a dimerized layer,

whereas the S1 sites are dispersed on the

surface, bonding to two Si surface atoms

equivalently. The domination of these surface

sites at coverages beyond 1 monolayer indicates

a path for the initiation of the 3D growth

observed. Similar results have been found for

Sn on Si (111) with spectroscopic measure-

ments (26), as well as direct scanning tunneling

microscopy imaging showing the formation of

3D a-Sn islands on the Si (111) surface (27).

Experiments have pointed to three distinct

growth modes: layer-by-layer Frank–Van der

Merwe growth; 3D nucleation upon contact,

called Volmer-Weber growth; and Stranski-

Krastonov growth, in which a few monolayers

are adsorbed layer-by-layer before a transition to

3D growth (24). Based on our findings and those

in (24–27), it appears that the system described

here follows Stranski-Krastonov growth. The

initial monolayer growth that wets the surface of

the void is not resolved in the tomographic

reconstruction, but the high-resolution Z-contrast

images in (18) hint at this with slightly higher

contrast around the edges of the quantum dot.

However, the subsequent 3D growth is consist-

ent with the observations presented here, because

we see the void being filled from one side,

indicating there has been 3D nucleation of the

Sn inside the void that would then propagate

until it reaches the other side.

A number of dots in this volume appear

elongated in one direction (Fig. 1, D and E).

Figure 3A and movie S4 show a reconstruction

of one such dot, which has the appearance of a

rectangular parallelepiped rather than an octa-

hedron. The difference in size and shape of

these dots implies that a different phase is

present (b-Sn is the stable phase at room

temperature). The presence of b-Sn was con-

firmed with conventional high-resolution TEM,

and Fig. 3B shows a lattice image of one such

dot. The rectangular projection is revealed, and

a Fourier transform of the dot (Fig. 3B, inset)

confirms that the crystal structure is different

from the face-centered cubic a-Sn structure. It

appears that beyond a critical diameter of È8

nm, the a-Sn quantum dots are no longer the

energetically favorable structure, and they

transform into b-Sn. The 3D reconstructions

are the only way to verify the nature of this

transformation. From Fig. 3, A and B, it is clear

that the transformation leads to an elongation of

the Sn dot in one of the in-plane G1109
Si

directions and in particular, the development of

Fig. 3. (A) Surface rendered reconstruction of a b-Sn dot showing a clear elongation of the dot. The
fine scale surface roughness here is an artifact of the reconstruction process. (B) High-resolution TEM
image with a fast Fourier transform inset, showing that these b-Sn dots have a different crystal
structure than that of a-Sn (the b-Sn dot is outlined in a dashed line). The coherent interface at
which growth is fastest is the interface between (220)Si and (020)b-Sn.

Fig. 2. (A) A reconstruction of a 7-nm in-layer quantum dot in plan view, with an inset showing good
agreement with the truncated octahedron shape. (B) The same dot in cross section, again with good
agreement. (C and D) present the out-of-layer 3.5-nm quantum dot and show that this dot is not
uniform, but is formed by filling a void in Si from one side to the other. The quantum dots in this figure
are all volume rendered.
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a favored interface between the b-Sn and the

(110) planes in the Si matrix. The excellent

lattice match between the (100) planes of the

b-Sn and the (110) Si is clearly the driving

force for this elongation, leading to an extended

coherent interface. Symmetry allows an equiv-

alent elongation in the perpendicular in-plane

G1109
Si

direction (Fig. 1D).

High-resolution Z-contrast tomography in the

STEM was used to elucidate the formation

mechanism of embedded quantum dots. We have

identified embedded quantum dots with both the

a-Sn and b-Sn phases, with a transformation into

b-Sn beyond a critical diameter of È8 nm. Some

quantum dots are formed outside the embedded

layers due to diffusion of Sn from the layers to fill

Si voids. These dots are formed by Stranski-

Krastonov growth, filling from one side of the

void to the other after an initial wetting of the

surface of È1 to 2 monolayers. These results

demonstrate that STEM tomography can di-

rectly determine the location, size, shape,

structure, and formation mechanism of em-

bedded nanostructures in 3D with a resolution

of 1 nm3, which is essential information for

all of the nanosciences.
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Colloidal Jamming at Interfaces: A
Route to Fluid-Bicontinuous Gels

K. Stratford,1 R. Adhikari,2 I. Pagonabarraga,2,3

J.-C. Desplat,1,4 M. E. Cates2*

Colloidal particles or nanoparticles, with equal affinity for two fluids, are
known to adsorb irreversibly to the fluid-fluid interface. We present large-
scale computer simulations of the demixing of a binary solvent containing
such particles. The newly formed interface sequesters the colloidal particles;
as the interface coarsens, the particles are forced into close contact by in-
terfacial tension. Coarsening is markedly curtailed, and the jammed colloidal
layer seemingly enters a glassy state, creating a multiply connected, solidlike
film in three dimensions. The resulting gel contains percolating domains of
both fluids, with possible uses as, for example, a microreaction medium.

The search for new materials with mesoscale

or nanoscale structure is a major theme of cur-

rent physical science. Routes that exploit

spontaneous self-assembly in thermal equilib-

rium are important (1, 2), but nonequilibrium

processes offer more control—because assem-

bly is then governed not just by thermody-

namic conditions but by the entire process

history Ee.g., (3–5)^. Moreover, the resulting

materials may become trapped in deeply meta-

stable states such as colloidal clusters, glasses,

and gels (3, 5–7), remaining more robust than

an equilibrium phase to subsequent changes in

thermodynamic conditions. This is a key con-

sideration in determining the shelf-life and

flow behavior of everyday products such as

paint, vaccines, and yogurt.

We use computer simulations to explore

a kinetic pathway that leads to the creation

of amorphous soft-solid materials. In such a

material, which we call a bicontinuous in-

terfacially jammed emulsion gel (or Bijel)

(8), a pair of interpenetrating, bicontinuous

fluid domains are frozen into a permanent

arrangement by a densely jammed mono-

layer of colloidal particles at the fluid-fluid

interface. Such materials may have distinc-

tive properties, stemming directly from the

nonequilibrium, arrested nature of the mono-

layer: Bijels should be highly tunable in

elasticity and pore size through the volume

fraction f and radius a of the solid particles.

(The radius can be varied from micrometers

to nanometers without altering the physics

of structure formation by the route reported

here.) One possible application, explored be-

low, is as a cross-flow microreaction medium

in which two immiscible fluids are continu-

ously brought into intimate contact by pump-

ing them in opposite directions through a

static Bijel.

To achieve maximal stability of a particle-

laden interface, the colloidal particles should

be chosen with nearly equal affinity for the two

liquids involved (9). This creates similar

values for the two fluid-solid interfacial

tensions, and thus a fluid-fluid-solid contact

angle close to 90- (known as neutral wetting).

A spherical particle is then in stable equilib-

rium, with its equator positioned at the fluid-

fluid interface. In practice, this equilibrium is

so stable that detachment of such a particle

cannot be achieved by thermal motion alone

(9). For neutral wetting, the fluid-solid inter-

faces have the same total energy regardless

of particle position, but the fluid-fluid inter-

facial area is reduced, by a disk of radius a,

when the particle lies midway across the in-

terface. The detachment energy e is the in-

terfacial energy of this disk, e 0 spa2, with

s the fluid-fluid interfacial tension. Hence

e/k
B
T 0 (a/a

0
)2, where a

0
2 0 k

B
T/ps (k

B
is the

Boltzmann constant and T is temperature).

For T 0 300 K and s typically È0.01 Nmj1

or larger, a
0

is 0.4 nm or less. Thus, e/k
B
T Q

10 even for a particle of 1 nm radius, and
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